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Assurance Issues in Next-Generation Telemedicine System Designs
In Spring 2003, Sandia National Laboratories introduced the Telemedicine System Interoperability Architecture (http://telemedicine.sandia.gov) to the telemedicine community.  Proposed as a reference architecture for the development of the next generation of telemedicine equipment, the goal of the TSIA is to increase the viability of over-the-wire approaches to care delivery and to enable their use in a wider range of settings and by a more diverse collection of individuals.  It support of this, the architecture targets reduced equipment costs, increased clinical utility, and full interoperability through vendor independence.
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To achieve these ends, the TSIA employs a number of architectural devices.  At the station level (Figure 1), standardization of interfaces between “peripherals” (medical devices, patient records cards, etc.) and the stations that host them is used to minimize system integration costs, to ease customization of systems to site-unique needs, and to promote the introduction of new capabilities by transforming the telemedicine market from one in which vendors function as system integrators to one in which vendors are able to compete in market niches.  Segmentation of station functions (display, storage, communication, etc.) into components and standardization of component-to-component interfaces is used to enable the creation of “virtual stations” from distributed components and to drive down the material cost of stations via sharing of components with other applications (e.g., using a TV both as an entertainment device and as an interface for the telemedicine station).
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At the network level (Figure 2), service discovery and leasing enable the creation of “open” telemedicine networks in which any station can interact with any other station irrespective of origin.  The ability to establish quality of service contracts with the underlying networks that support the stations is also supported.

[image: image3.wmf]Telemedicine

Station

Package Request

Device Software Package

Device

Vendor

Software

Server

Station

Registry

Interface

Register

URL

Device

Installation

Manager

Interface

The architecture addresses run-time configuration of stations with software downloaded from remote servers (Figure 3) to allow for end user configuration of stations and to enable stations interacting with one another for the first time to self-configure for collaborative operations.
Assurance Issues
The goal in presenting the TSIA is not to advocate for adoption of this architecture but to suggest that it is prototypical of things to come in the world of medical devices and the larger systems that they support.  With respect to HCMDSS, this future (in which “virtual” medical devices can be created through the dynamic federation of geographically distributed components and in which care delivery operations are diffused from tertiary care to primary care settings and from primary care settings to the home) presents a number of challenges.  For example, with respect to safety, how do you ensure that an arbitrary collection of components assembled via plug-and-play attachment of physical devices and dynamic installation of software retrieved from remote servers functions in well-behaved ways?  With respect to security, how can you provide the “open” network environment needed for any-station-to-any-station interoperation while simultaneously guarding the nodes in this network against cyber attacks (e.g., corruption of mobile code or protocol spoofing of command or clinical data streams)?  With respect to reliability, are there mechanisms that can be put in place to ensure that remote devices (that are not under your control) are functioning as they should and that their results can be trusted in the context of clinical decision making?  In addition, what does certification entail in an environment where systems are composed at time of use rather than time of design?  How do you balance out patient safety with concerns that certification not drive up device costs or stifle innovation?

Implications for HCMDSS

Given this context, the following positions are advanced in the area of “Embedded, Real-Time, Networked System Infrastructures for MDSS”:

Challenges:

1. Establishment of a community-supported architecture that addresses the kinds of issues described above is needed.  Supporting elements (e.g., domain-specific interoperability protocols) exist but no spanning architecture has yet to be agreed upon.

2. Creation of a new generation of devices designed specifically for use in diverse settings (i.e., they are cheaper, more rugged, and usable by more kinds of people in more places) and that deliver more clinical capability to these settings than exists today is key to seeing over-the-wire approaches to care delivery grow in relevance.

3. The standardization of system component interfaces so that dynamic federation of components can be guided by automated processes must be addressed.
Information Technology Research Needs:

1. Secure, safe, reliable dynamic federation of independently developed system components

2. Mobile code security

3. Infrastructure for run-time location, retrieval, and installation of device software

5-10 Year Roadmap:

Year 1:
Demonstration of core architecture elements that enable plug-and-play operation of devices and exploration and leasing of remote station capabilities 

Year 2:
Demonstration of infrastructure needed to enable establishment of distributed systems and ad hoc device networks and dynamic location, retrieval, and installation of software components

Year 3:
Demonstration of security mechanisms for the elements delivered in years 1 and 2; development of tools to facilitate transfer of capabilities demonstrated in the 3 years 

Year 2-5:
Demonstrations of these capabilities applied to existing devices clinical devices

Year 6-10:
Development and demonstration of new generation of devices aimed at new operational environments

MDSS approaches like the TSIA challenge the notion that trust can be established only at design time and argue for “certification” methods that function closer to the time of operation, therefore, the following positions are advanced in the areas of “Certification of MDSS”:
Challenges:

1. Rapid analysis of software in context so that analysts certifying components “off-line” can better understand as-built code and the role that it plays in system operation.

2. Real-time analysis of software in context so that downloaded modules can be assessed with a view to MDSS assurance issues before being installed and used
3. A failsafe architecture for virtual devices that governs operation of those elements that can impact a patient and that prevents potentially hazardous situations detected during execution from resulting in harm to the patient.
Information Technology Research Needs:

1. Languages and methods for modeling devices and systems made up of both software and hardware elements and for capturing interdependencies between these elements
2. Tools for developing these models from designs and as-built product elements 

3. Methods and tools for automated detection of faulty or malicious code 
5-10 Year Roadmap:

Year 1:
Demonstration of tools that allow manual capture of device designs that include software, electrical (digital and analog), and mechanical elements
Year 2:
Demonstration of tools that allow for human-driven, computer-supported development of fault models from the kinds of design models addressed in year 1
Year 3:
Demonstration of tools that enable automated development of fault models from design models 

Year 4:
Demonstration of automated capture of design models from engineering documents and as-built software components; extension of design model to include networking
Year 5:
Development of an assurance objectives language for control of real-time MDSS analysis; demonstration of real-time detection of problems as hardware and software components are added to and removed from the subject platform
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Figure � SEQ Figure \* ARABIC �1�.  Logical Station Architecture
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Figure � SEQ Figure \* ARABIC �2�.  Station-to-Station Interoperability Architecture
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Figure � SEQ Figure \* ARABIC �3�.  Self-Configuration Architecture
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